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Abstract

Advanced AI models allow users to perform diverse tasks by simply

expressing their high-level intents, without performing low-level

operations. However, users can struggle to fully form and effectively

express their intents, and inspecting and evaluating model outputs

to verify whether their intents have been satisfied incurs significant

cognitive load. My PhD research introduces the concept of intent
manipulation, where user intents are externalized as interactive

objects, allowing for direct exploration and iteration on both intents

and model outputs. I explore three forms of intent manipulation:

intent curation, disentangle intents into palettes users can curate

their intent with; intent assembly, creating intent blocks that users

can combine and experiment with; and intent framing, helping

users inspect outputs through the lens of their intents. This work

contributes to human-AI interaction by suggesting how interfaces

can be designed to support iterative exploration and sensemaking

of one’s own intents and the AI models in parallel.
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1 Introduction

State-of-the-art AI models have shifted the paradigm for interac-

tions between users and computers. Instead of translating their

high-level intents into low-level operations that a computer should

perform, users can now simply state their intents [33]. Through

advancements in natural language (NL) understanding and instruc-

tion following capabilities, recent models can perform tasks from

user’s high-level, NL inputs. For example, models can generate

music [2, 9], images [32, 36], and even videos [6, 51] from user’s
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Figure 1: Top. Traditional interaction path through which

users interact with AI through their intents: (a) the user plans

their intents, (b) expresses these to the AI, (c) perceives or

parses the AI’s output, and (d) then evaluates whether the

output aligns with their intents. Bottom. My thesis explores

the concept of intent manipulation where, instead of rely-

ing on a fuzzy internal representation of their own intents,

interfaces externalize user intents into objects and support

novel interactions on or through these objects. My thesis in-

vestigates how this can support users’ exploration, iteration,

and sensemaking of AI behaviors and outcomes.

descriptions. More advanced models, like Large Language Models

(LLMs), possess general purpose capabilities that allow users to

perform ever more complex and unique tasks, from writing full

research papers [29] to developing interactive applications [34].

This paradigm shift expands the space of possibilities of what one

can achieve through computers and how one should interact with

the computer to reach these possibilities [44].

The path to these possibilities, however, becomes fuzzier in this

new paradigm. Consider the interaction path (Fig. 1) where a user

plans their intents, executes action based on this intent, perceives

the result from the model, and then evaluates whether these results

align with their intents:

• Plan (Fig. 1a): As users employ models for more ill-defined
tasks without clear goals but lack awareness on the mod-

els’ capabilities [41, 43], the user’s intents may not be fully

formed at the start.

• Express (Fig. 1b): Even with fully formed intents, users may

fail to successfully express their intents as these models are

sensitive to inputs formats [30, 48], but provide no affor-

dances on how to write these inputs [41].

• Perceive (Fig. 1c): As these models are stochastic (i.e., gen-

erate diverse outputs for the same input [25, 41, 44]), users

must inspect outputs to understand the result of their inputs.

As outputs can be challenging to parse and process (e.g.,

long-form text), this is cognitively demanding [21, 43].

https://doi.org/10.1145/3706599.3707611
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• Evaluate (Fig. 1d): Without fully formed intents, users may

be uncertain about how to evaluate outputs as the standards

or criteria that these outputs should follow are also uncer-

tain [41].

In my thesis, I explore interaction techniques to navigate

these fuzzy paths to their intended possibilities with these

models. Namely, my work explores the concept of intent manip-
ulation (Fig. 2): representing user intents into first-class objects in
interfaces and supporting novel interactions with these intents. This

concept takes inspiration from direct manipulation, which suggests

continuous representation of the objects of interest and support-

ing rapid incremental reversible actions on these objects [18, 40].

As interaction with recent AI models requires extensive operation

with one’s intents (e.g., planning, expressing, evaluating), my work

proposes that interfaces should consider intents to be main objects

of interest and provide interaction mechanisms that facilitate acting

on and through these objects. Further, I take inspiration from the

design process [10, 13, 37], where externalizing and iterating on

designs allows one to explore and illuminate the problem space (i.e.,

what should be done, intents) and the solution space (i.e., how it

should be done, outcomes). My work proposes that, besides the final

model outcomes, intents themselves can be considered to be de-

sign artifacts that the user has to explore and iterate on—requiring

interfaces to support these interactions.

Throughmy research, I explore various forms of intent manipula-
tion by proposing novel representations of intents and interactions

on these intents—aiming to support users in interacting with re-

cent AI models in various tasks. First, I explore intent curation [19]

(Fig. 2a): a user’s high-level and abstract intent is disentangled into

a palette of diverse but plausible low-level operations, which the

user can explore and select to curate their desired outcome. Second,

I propose intent assembly [20] (Fig. 2b): intents are represented as

blocks that users can assemble and re-assemble into more complex

intents. Third, I propose intent framing [21] (Fig. 2c): users can cre-

ate multiple lenses that represent distinct intents, which the user can
put on and switch around to inspect how model outputs align with

these intents. In future work, I aim to develop this concept further

by investigating more complex intents that entail comprehensive

workflows rather than singular tasks, and exploring manipulation

of implicit intents in long-term human-AI interactions.

2 Research Methods and Contributions

I am primarily a systems researcher. I design and develop novel

interactive systems that support users to interact with state-of-the-

art AI models to fulfill their intents in diverse tasks (e.g., design,

writing). To drive these systems, I also design and implement AI-

based techniques and computational pipelines. To evaluate these

systems, I conduct mixed-method user studies and technical evalu-

ations for the underlying techniques and pipelines. Beyond these

methods shared across my work, I also construct datasets to train

and evaluate pipelines [19], conduct interviews and workshops

with practitioners to gain in-depth qualitative insights [20, 21], and

propose design frameworks to guide system design [20].

2.1 Stylette: Intent Revision for Website Styling

(Figure 2a)

Despite the inherent malleability of the web, end-users may lack

the ability to modify the look and form of websites to their needs.

End-users are frequently novices in terms of both design and pro-

gramming knowledge. As a result, they may struggle to decompose

their high-level intents into specific low-level modifications [1, 23]

and to then translate these modifications into the underlying coding

language [26]. To understand how novices want to modify websites

and how they express these intents, I conducted novice-expert ses-

sions where participants verbalized desired changes to a website’s

design and an expert performed these changes in real-time. Beyond

the challenges from prior work, this study revealed that novices

can be purposefully vague and abstract as their intents were not

fully formed and they wanted to explore diverse options before

refining their intents.

To support this, I designed Stylette [19], a natural language in-

terface that allows users to change website styles by clicking com-

ponents and verbally expressing their intents (e.g., "more modern").

Instead of directly editing the component, Stylette instead encodes

the user’s intent into a styling palette that provides an assortment

of style properties (e.g., font family) and values (e.g., Helvetica)

that could align with the user’s intent. This palette allows users to

directly manipulate and experiment with style changes to explore

the design space and revise their intent. To create these palettes, I

designed a computational pipeline that uses an LLM with prompt

tuning [28] to process the user’s intent to infer relevant style prop-

erties, and a Variational Autoencoder (VAE) model [22] to process

the component and suggest the style values of similar components

in a large-scale dataset. A comparative user study demonstrated

that Stylette helped participants to fulfill their intents more quickly

and successfully, while also enabling them to experiment more with

styling properties.

2.2 Cells, Generators, and Lenses: Intent

Assembly for Writing (Figure 2b)

LLMs enable users to write without actually writing. Users can

delegate the effort of actually producing the text to these models,

and employ them to facilitate other writing adjacent tasks (e.g.,

ideation [7], editing [14], reflection [11]). Despite these models’

benefits, users must dedicate significant effort in iteratively config-

uring the models’ inputs and parameters until they return outputs

that align with their intents [12, 24]. However, as existing interfaces

only provide a single input area and a single set of model parame-

ters, every change overwrites previous configurations, which adds

friction to experimentation and prohibits parallel testing and reuse

of previous ideas—inhibiting iteration, overall.

To address these limitations, I proposed that a paradigm shift was

needed in the design of LLM-powered writing interfaces. Specifi-

cally, I proposed a framework for designing interfaces that support

object-oriented interaction with LLMs through cells, generators, and
lenses [20]. My framework suggests that interfaces should enable

users to express their intents and to reify [5] these into persistent

objects: cells that represent model inputs, generators that contain
model parameters, and lenses that encompass spaces that represent

and visualize model outputs. By creating multiple of these objects
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Figure 2: Each work in my thesis explores a different actualization of how intent manipulation can support users when

interacting with AI models: (a) Stylette [19] represents intents as palettes that the user can curate their intent with, (b) Cells,

Generators, and Lenses [20] proposes a framework for interfaces that represent intents as blocks that the user can assemble

into diverse configurations, and (c) EvalLM [21] represents intents as lenses that the user can use to distinctly frame and

inspect model outputs.

and assembling and reassembling them into various configurations,

users can more rapidly iterate and experiment with both the AI

model and also with their own intended ideas. I demonstrate the

framework’s (1) generalizability by developing three interfaces that

support distinct writing tasks, (2) effectiveness through a user study

that showed that participants could experiment with more config-

urations and explore more outputs with our framework, and (3)

usability through a workshop with interface designers that showed

that our framework bootstrapped and inspired designers to better

support user iteration.

2.3 EvalLM: Intent Framing for Prompt

Engineering (Figure 2c)

General purpose AI models have catalyzed the creation of a wide ar-

ray of novel applications. For example, by composing a prompt for

an LLM, designers and developers can guide the model to perform

new tasks to power these applications. Designing these success-

ful prompts (i.e., prompt engineering [45]) multiple iterations of

revising the prompt, testing it with diverse samples, and evalu-

ating the model’s outputs to verify whether they align with the

designer’s intents [27, 48, 49]. The evaluation step, in particular,

incurs significant cognitive load. As the considered tasks are novel

and frequently subjective, no automated metrics may exist that can

adequately assess performance and designers frequently need to

manually inspect the outputs themselves [8, 21].

To facilitate evaluation and iteration during prompt engineering,

I proposed EvalLM [21], an interactive system that supports eval-

uation of LLM outputs through user-defined criteria. In EvalLM,

users can simply write criteria that describe the requirements or

standards that they intend the LLM. Through an adaptation of the

LLM-as-a-judge technique [47, 50], an LLM-based evaluation assis-

tant then evaluate each output on its performance on each criterion.

The system intends to allow users to inspect and make sense of

outputs through the lens of their intents, which are reflected in their

criteria. Specifically, the system provides summaries of criterion-

wise performance and highlights fragments in each output relevant

to each criterion. Furthermore, to help users refine their intents

and criteria, the system provides a criteria review tool that suggests

how to decompose, merge, or revise criteria. A comparative user

study revealed that EvalLM helped users to gain a high-level under-

standing of their prompt’s performance, assisted them in focusing

their own inspections of outputs, and supported iterative cycles

through which they co-evolved their prompts and criteria.

3 Future Directions

To further my thesis, I plan to extend the concept of intent manipu-
lation to encapsulate more complex and implicit intents.

3.1 Intents as Functions to Agents

The scope of the intents covered bymy prior work resemble software
functions: perform a singular task or action. These models, however,

can also be employed to drivemore complex “programs”: agents [15]
that can autonomously perform dynamic workflows composed of

multiple tasks in diverse situations [39, 46, 52]. While designing

personal agents could augment users’ own workflows, designing

these agents entails a complex workflow in itself: planning how

the agent should act in diverse situations, translating this plan into

model inputs, and testing behaviors in these situations [16, 31, 35].

To facilitate user-driven agent creation, my ongoing work aims to

build a system that supports users to design agents through intent
augmentation and navigation. As it is challenging for users to design
every agent behavior for each situation, I will explore techniques

to augment users’ feedback—expressed for limited behaviors and

situations—into generalizable principles and criteria that guide

and verify agent’s behavior, respectively. Then, to support scalable

oversight of the agent [3], I plan to design interactive visualization

techniques that leverages the user’s intents (i.e., principles and
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criteria) as anchors to navigate, examine, and refine the agent’s

demonstrated behaviors in diverse situations.

3.2 Implicit Intents from Long-Term

Interactions

To date, my research has proposed approaches that allow users

to manipulate intents that they have explicitly expressed. When

interacting with AI models, users also possess intents that are im-

plicit, which the user forgets to verbalize or expects the model

to infer [42]. In human-human interaction, we learn to infer oth-

ers’ intents by developing representations of their mental states

(e.g., beliefs, desires) from prior observations—a process referred

to as "theory-of-mind" or "mind reading" [4, 17, 38]. Similarly, if

AI models could infer user’s mental states from prior interactions,

this could enable them to infer their intents in the future. In fu-

ture work, I plan to investigate this capability in LLMs. Through

this, I aim to design a system where a user interacts with an LLM

while the model continuously builds and updates a representation

of the user’s inferred mental states. Beyond using this represen-

tation to guide the model’s behaviors in future interactions, the

system can enable users to interactively inspect and manipulate

this representation, serving as a mechanism for explainability and

controllability.

4 Dissertation Status and Long-Term Goals

I am currently a fourth-year PhD student in the School of Comput-

ing at KAIST in the Republic of Korea, advised by Professor Juho

Kim. I have completed all required coursework and have passed

our program’s qualification exam. The expected completion date of

my PhD studies is Spring 2026. Upon graduation, I plan to seek re-

search positions in industry where I can continue investigating how

to empower users to interact with and fulfill their goals through

state-of-the-art (and future) AI models.
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